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In this work we investigated how robust a robot swarm acts against disturbances caused by another robot swarm, both using the BEECLUST algorithm, which is inspired by honeybee behaviour. For our investigation we simulated an environment with an ambient illuminance, a light spot and a shadow spot. In such an environment we tested two different castes of Jasmine III robots whereas each caste had to perform a different task. One swarm aggregates at places of high illuminance (light spot) and the other one at places of low illuminance (shadow spot). We show that small swarm populations can benefit from the presence of another robot swarm. Medium populated swarms are affected neither positively nor negatively. Large swarm populations act robust against disturbances caused by other robot swarms as long as no jamming effects occur. In this article we show that the BEECLUST algorithm provides all features for making collective decisions. Furthermore we show that the robustness of the BEECLUST algorithm allows us to control a heterogeneous robot swarm in environments which demand differing controller strategies and swarm intelligent behaviour.
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1. Introduction

Swarms of autonomous entities (animals, robots) show interesting features: huge numbers of agents act and interact in high densities and often perform their tasks in separated specialized cohorts [1]. The regulation of the agents’ behaviours is often self-organized and swarm intelligent [2–4], features that are mainly achieved by various interlinked feedback loops within the swarm system. A prime example for such self-organized and swarm-intelligent systems would be the nectar source selection by honeybees or the trail formation in ants [5].

The requirements for identifying a system as swarm intelligent were defined by Millonas [6] and in other terms also by Sahin [7]:

(1) Proximity principle: The swarm should be able to do elementary space and time computation whereas in this case computation is understood as a direct behavioural reaction on a given environmental stimulus.
(2) *Quality principle:* The swarm should be able to determine and react to the quality of an environmental stimulus.

(3) *Principle of diverse response:* The swarm should not narrow down its exploitation of a certain resource to much as an insurance against sudden changes in the environment.

(4) *Principle of stability:* The swarm should not shift its behaviour on every small environmental change.

(5) *Principle of adaptability:* On the other hand, the swarm should be able to change its behaviour to clear environmental changes. So an optimal solution for the swarm would be a good mixture of principles 4 and 5.

When creating artificial (e.g. robotic) swarm systems, the feedback networks which determine self-organized behaviour can quickly get rather complex and swarm behaviours can become hard to predict. This generates the demand for finding simple behavioural rules for individuals and also simple rules of interactions. Such rules can often be found in natural swarm systems [8–10]. This allows extraction of such regulation mechanisms and translation of these feedbacks to artificial swarm systems, which in turn show comparable behaviour like the natural sources of inspiration [11–13]. We recently demonstrated such a translation of natural algorithms to a swarm robotic algorithm by developing the BEECLUST [14–17].

Young honeybees prefer an ambient temperature of 36 °C which corresponds to the temperature of the brood nest in the beehive [18,19]. Recent experiments with young honeybees in a temperature gradient have shown that a single bee moves almost randomly through an arena (see Figure 1(a)) [15,20]. Some bees exhibit a slight bias towards the warm area during its random walk but it hardly ever stays there. In contrast, groups of bees (Figure 1(b)) show aggregation behaviour in or close to the warm spot. The bees still move almost randomly but the clusters which are accidentally formed in warm areas last longer than clusters formed in cooler areas. At the end of the experiment, almost all bees cluster in the warm area [15,20] (see Figure 1(c)). This interesting behaviour inspired us to develop the BEECLUST algorithm which is described in detail in Section 1.1.

Such bio-inspired algorithms are frequently investigated in the field of autonomous robotics in the recent years and are developed using a big variety of techniques: Halloy

Figure 1. Aggregation behaviour of young honeybees. The ambient temperature in the arena is 30 °C. On the left side is a temperature optimum with 36 °C (marked with a black line in (b) and (c)). (a) Trajectory of a single bee. The single bee does not show a clear preference to the temperature optimum. (b) A group of bees are released in the centre of the arena (t = 0 min). (c) At the end of the experiment, most of the bees are clustered in the temperature optimum (t = 30 min).
et al. [21] experimented with robots which were able to integrate in insect societies. The field of bio-inspired control algorithms for large populated robot swarms has also been investigated intensively: In the I-Swarm project [22], techniques for controlling a swarm of 1000 microrobots were investigated. The Swarm-Bot project [23,24] investigated the self-organizing abilities of a robot swarm, consisting of simpler, insect-like robots. In the Symbion project [25], the concept of a swarm of reconfigurable robots is investigated. The Replicator project [26] plans to develop an autonomous robot swarm for industrial purposes.

Compared to single robot systems, such robot swarms have the advantage to work robustly, because the removal or malfunction of single individuals affects the behaviour of the whole swarm only slightly. Robot swarms are also able to act ‘swarm intelligent’ which permits a group of individuals to make decisions to reach a common goal in a decentralized manner. In the following, we demonstrate how the BEECLUST algorithm scales with swarm sizes and how cooperation can emerge (without being pre-programmed) between several interacting robot swarms.

1.1. The BEECLUST algorithm

In recent works it has been shown that a swarm of Jasmine III robots using the BEECLUST algorithm are able to find locations of maximum illumination using a few simple rules [15] (see Figure 2):

1. The robots move straight through the arena. Whenever a robot detects an obstacle, it stops and checks whether the obstacle is another robot or a wall by watching for emitted IR signals.
2. If the detected obstacle does not emit IR signals it is a wall. The robot turns randomly and continues with Step 1.
3. If the detected obstacle does emit IR signals it is another robot. The robot measures the local illuminance.

![Figure 2. Finite-state machine of the BEECLUST controller. Boxes represent the different behavioural states of a robot. Asterisk indicates the starting state of the algorithm. Diamonds represent control structures (if–else decisions).](image-url)
Depending on the local illuminance, the robot calculates a waiting time: the higher the local illuminance, the longer the waiting time. After the waiting time is over, the robot turns randomly and continues with Step 1.

Our recent studies showed that the BEECLUST algorithm allows a robot swarm to aggregate collectively at a light spot (see Figure 3(b)) [15]. This collective ability is achieved by robots that move purely random, and which have only one illuminance sensor that does not allow a directed gradient exploitation. Also no memory of past illuminance values is involved in the algorithm. The measurements of the environment occur rarely, only after robot-to-robot collisions. Although the individual ‘intelligence’ of single robots is kept quite low, the swarm as a total was found to act very intelligently, even in dynamic environments. The reasons for this emergent ability are the feedback loops that arise within the robot swarm, as it is explained in detail in [12,27]. Based on the work of [15], we investigated how the robustness of the BEECLUST algorithm is affected by the swarm population and how it is influenced by a second group of robots in the arena performing a different task at the same time.

2. Methods

The experiments in this work were performed with simulated Jasmine III robots. The Jasmine III robot (Figure 3(a)) has a size of about $30 \times 30 \times 25$ mm ($L \times W \times H$). It has two wheels as actuators which can be turned in both directions. For distance measurement and for collision avoidance the Jasmine III has six IR sensors. The sensors range is approximately 60 mm. For light measurement the Jasmine III has two light sensors on top. A detailed description of the robot hardware can be found in [15,16] and building instructions are given in [24].

For our experiments we used SMARS (Small Robot Simulator), a simulation environment programmed in NetLogo [28], which was built for performing experiments with simulated Jasmine III robots (see Figure 4). In this simulation environment we simulated two different ‘castes’ of Jasmine III robots which were implemented with the physical properties of the real robots. The only difference between the two castes is that one caste waits longer at places of high illuminance (light finders) and the other one at places of low illuminance (shadow finders). All other properties of the robots are equal.

We generated a virtual arena with the dimension of $49 \times 29$ spatial units. These spatial units are called patches and have a base area of $3 \times 3$ cm$^2$, which is equal to the base area of a single Jasmine III robot.
area of a Jasmine III robot. In this arena we implemented an environment with an ambient illuminance of 500 lux. We added a light spot with 1000 lux and a shadow spot with 0 lux (see Figure 5).

2.1. The simulation

In our simulation each infrared sensor $s$ is modelled as a set of two values:

$$ s = \{\alpha, d\}, $$

(1)

whereby $\alpha$ is the perception angle of the sensor and $d$ its range. The sensors are implemented as a list of sensors $S$

$$ S = \{s_1, \ldots, s_6\}. $$

(2)

For each sensor $s$ of $S$, an object $O$ and an object $R$ are generated; $O$ is the closest object (including other robots) and $R$ is the closest robot. When robots detect an obstacle they emit an infrared signal and switch to a perception mode in which they wait for other infrared signals. (In this way a robot discriminates an obstacle from another robot because obstacles reflect IR light but do not emit IR light by themselves.) First we calculate whether a robot in the sensor cone could possibly be occluded by another object (expressed by $i$) by determining the distance of the robot $c_R$ and the distance to the occluding object $c_O$:

$$ i = \begin{cases} 
    \text{true,} & \text{if } c_O < c_R \\
    \text{false,} & \text{else}
\end{cases} $$

(3)

In a next step we calculate whether a robot is visible behind an obstacle (expressed by $j$). Therefore the angles $\beta_O$ and $\beta_R$ are defined for each $O$ and each $R$ in the sensor cone.

$$ j = \begin{cases} 
    \text{true,} & \text{if } |\beta_R - \beta_O| < \arctan \frac{a_O}{c_O} \\
    \text{false,} & \text{else}
\end{cases} $$

(4)
whereby \( a \) is the diameter of the seen object.

There is a direct proportion between the illuminance and the sensor value whereby the maximal sensor value (180) is reached at 1000 lux and above. In our model sensor values of the light sensors are a linear function of local illuminance, as it is explained by Equation (5):

\[
e_{x,y} = \begin{cases} 
E_{x,y}\theta, & \text{if } e_{x,y} \leq E_{\text{max}} \\
e_{\text{max}}, & \text{else}
\end{cases},
\]

whereby \( e_{x,y} \) represents the sensor value of the robot’s light sensor at the position \( x, y \) in the arena and \( e_{\text{max}} \) the maximum sensor value of a robot. \( E_{x,y} \) is modelled as the illuminance at the position \( x, y \) and \( E_{\text{max}} \) as the maximal perceived light value. \( \theta \) refers to the translation coefficient which converts measured light values to sensor values. For simulating the turning behaviour of a robot, the turnangle \( \gamma \) and the turnradius \( r \) have to be calculated:

\[
\gamma = \frac{360p}{2r\pi},
\]

\[
(6)
\]
\[ r = \frac{r_R}{1 - \frac{p}{q}} \quad (7) \]

whereby \( p \) is the distance which is covered by the outer actuator and \( q \) is the distance which is covered by the inner actuator. \( r_R \) represents the diameter of a robot. The turning of a robot takes place in three steps: first the robot turns \( \gamma/2 \), then the robot moves forward. In the last step the robot turns \( \gamma/2 \) again.

### 2.2. The controller

As mentioned above, each robot which meets another robot calculates its waiting time individually, depending on the local illuminance but regardless of the other robots’ caste. The waiting time of the ‘light finders’ is modelled as

\[ w_{x,y}^L = \frac{w_{\text{max}}}{1 + \exp\left(-\left(e_{x,y} + o\right)\sigma\right)} \quad (8) \]

and for ‘shadow finders’ it is modelled as

\[ w_{x,y}^S = \frac{w_{\text{max}}}{1 + \exp\left(-\left(e_{\text{max}} + e_{x,y} + o\right)\sigma\right)} \quad (9) \]

whereby \( w_{x,y}^L \) refers to the waiting time at the position \( x, y \) for ‘light finders’ and \( w_{x,y}^S \) for ‘shadow finders’. \( w_{\text{max}} \) is modelled as the maximum waiting time, \( e_{x,y} \) is the robot’s actual sensor value, \( e_{\text{max}} \) is the maximum sensor value, \( o \) is the vertical offset and \( \sigma \) is the steepness. Equations (8) and (9) are both illustrated in Figure 6. The given values for the constants can be seen in Table 1.

### 2.3. The experiments

To find the optimal density of a Jasmine III swarm, we first tested groups of differing population sizes only consisting of ‘light finders’. We defined a target zone for the ‘light finder’ caste consisting of all patches having a light value between 600 and 1000 lux (this is 40% of the maximum light value in the arena). For each swarm population, we repeated the experiment six times for 4 simulated minutes. We defined two different measurable criteria

![Figure 6](attachment:figure6.png)

Figure 6. Illustration of the dependence between the local illuminance \( e_{x,y} \) and the waiting time \( w_{x,y} \). The solid drawn function was implemented in the ‘light finders’, and the dashed drawn function was implemented in the ‘shadow finders’.
Table 1. Constants and their values used in Equations (1)–(3) in our simulation runs.

<table>
<thead>
<tr>
<th>Constants</th>
<th>Values</th>
<th>Dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td>(w_{\text{max}})</td>
<td>60</td>
<td>s</td>
</tr>
<tr>
<td>(e_{\text{max}})</td>
<td>180</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>(E_{\text{max}})</td>
<td>1000</td>
<td>lux</td>
</tr>
<tr>
<td>(\theta)</td>
<td>0.18</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>(\sigma)</td>
<td>147</td>
<td>Dimensionless</td>
</tr>
<tr>
<td>(r_R)</td>
<td>0.5</td>
<td>Dimensionless</td>
</tr>
</tbody>
</table>

for aggregation success: aggregation quality and aggregation speed. To get an overview of the aggregation quality of our robot swarm, we monitored the ‘light finders’ in the state ‘wait’ located in the target zone within the last minute of every repetition. To analyse the aggregation speed, we monitored the point of time when 50% of the ‘light finder’ population aggregated within the target zone \(A_{50}\). To test the robustness of a robot swarm against disturbances caused by another swarm performing another task, we added groups of variable numbers of ‘shadow finders’ and observed how they affect the aggregation behaviour of the ‘light finders’.

3. Results

Our results show that there is an optimal density of the tested robot swarm for the used environmental conditions. This optimal density was found at a swarm population of 9 individuals (see Figure 7). A swarm consisting of 9 individuals is able to aggregate, on average, 80% of its individuals in the target zone.

![Figure 7](image-url)  
**Figure 7.** Fraction of aggregated ‘light finders’ \(A_{L}(N_L)\) in target zone over the last minute of observation. The optimal swarm population for the given environment was found at 9 robots. The tested swarm populations were 2, 3, 6, 9, 12, 18, 24, 33, 42, 60, 100 and 120 individuals; \(n = 6\) repetitions per experiment.
In Figure 8 we demonstrate that in small robot populations ($N_L = 2, 3$), the aggregation quality increases with the number of other robots in the arena. Medium populated robot swarms ($N_L = 6−18$) have a constant fraction of robots aggregated under the light source, independent of the number of other robots in the arena. Larger swarms ($N_L = 33$) show a decreasing fraction of aggregated robots with increasing number of other robots in the arena.

Concerning the aggregation speed, we show that small robot populations ($N_L = 2−3$) do no aggregate under the light source as long as no other robots ($N_S = 0$) are present in the arena (Figure 9). The aggregation speed increases with the number of other robots ($N_S > 3$). Medium populated robot swarms ($N_L = 6−18$) aggregate with the same speed under the light source, independent of the number of other robots in the arena. Larger robot swarms ($N_L > 18$) show a decreasing aggregation speed with increasing number of other robots in the arena. To allow the investigations of the observed enhancements of aggregation, which the focal robot swarm can draw from the presence of the other swarm, we developed two numerical expressions of aggregation enhancement: $\Delta A_L$, which expresses the increase of the aggregation fractions in the presence of 33 ‘shadow finders’ compared to runs were ‘light finders’ acted alone (see Equation (10)). In addition, $\Delta A_{50}$ expresses the increase in the speed of aggregation when such simulation runs were compared (see Equation (11)).
Figure 9. Time in which 50% of the ‘light finder’ swarm aggregated in the target zone \(A_{50}(N_L)\) at different population sizes of ‘shadow finders’ \(N_S\) (median quartiles, min and max). \(N_L\) is the number of ‘light finders’ and \(n = 6\) repetitions per experiment.

\[
\Delta A_L(N_L) = A_L(N_S = 33) - A_L(N_S = 0).
\] (10)

Figure 10, where \(\Delta A_L(N_L)\) was evaluated for different swarm sizes of ‘light finders’, shows that small populations show an enhancement of their ability to aggregate by increasing number of other robots, whereas larger populations are not affected, whereby \(\Delta A_L(N_L)\) represents the difference between the fraction of ‘light finders’ in the target zone at a ‘shadow finder’ population of 33 \(A_L(N_S = 33)\) and a ‘shadow finder’ population of 0 \(A_L(N_S = 0)\).

To investigate also the advancements in aggregation speed, which are caused by the presence of other robot swarm, we defined an aggregation enhancement \(\Delta A_{50}\) according to

\[
\Delta A_{50}(N_L) = A_{50}(N_S = 0) - A_{50}(N_S = 33),
\] (11)

whereby \(A_{50}(N_S = 0)\) is the point of time when 50% of the ‘light finders’ aggregate under the light source by a population of 0 ‘shadow finders’ and \(A_{50}(N_S = 33)\) a population of 33 ‘shadow finders’. In Figure 11 we show that small populations of ‘light finders’ aggregate faster by increasing number of ‘shadow finders’. Medium populated swarms only take
4. Discussion

As shown in Figure 7, a robot swarm using the BEECLUST algorithm is predicted by our model to have an optimal swarm population of nine individuals for the tested arena size and illuminance patterns. Below this value there is a steep increase in the aggregation performance. This could be caused by positive feedback loops, which are typical for swarm behaviour: the more individuals, the better is the performance of the whole swarm. At a swarm population above the optimum of nine individuals, the aggregation performance decreases again. On the one hand, the robots block each other because the robot density gets too high for the arena size; on the other hand, the light spot gets saturated. We expect a different finding in a differently dimensioned environment because the optimal population size is dependent on the robot density.

Concerning the robustness of the swarm, we found that small ‘light finder’ populations gain benefit from increasing numbers of ‘shadow finders’ in aggregation quality as
well as in their aggregation speed. This results from a higher total number of robots in the arena; more collisions happen and lead to an increasing frequency of light measurements. Medium populated swarms act robust in the presence of another robot swarm concerning their ability to aggregate as well as concerning their aggregation speed. Both of these observables are affected only slightly. The advantage of more measurements and the disadvantage of jamming cancel each other out. Large swarms take disadvantage from an increasing number of other robots, because the robot density gets too high and jamming effects occur. The appearance of advantages in aggregation caused by other robots in the arena is caused by the increase of robot collisions which go along with a higher robot density in the arena. This leads to an increasing number of light measurements due to an increasing number of robot collisions. But if the density of robots in the arena is too high, jamming effects occur. This leads to a lower quantity of aggregation (Figures 8 and 10) and lower aggregation speed (Figures 9 and 11).

With the work at hand we show that the BEECLUST algorithm is not only capable of working robustly in a homogeneous robot swarm, but also suitable in heterogeneous robot groups with differing controller strategies, even without discrimination of caste affiliation of other robots. Those gained benefits allow us to use the BEECLUST algorithm in environments which may demand heterogeneous controller strategies, for example, loading energy: Robots with low energy aggregate at the fuelling station, whereas robots with enough energy accomplish their mission.

The topic of aggregation of swarms of agents is a common benchmark in the field of swarm robotics: Dorigo et al. [23] used an evolving neural network consisting of 12 neurons for robot aggregation. Compared to this work the BEECLUST algorithm is quite simple, because it gets along with just a few basic rules and therefore it needs less processing power and memory. Other experiments with cockroach-like robots have been performed in simulations as well as in real world [29,30]. The main difference to our work presented here is the ability of cockroach-like robots to measure the number of other nearby robots. This requires a unique ID and communication between the individuals. Our robots, which use the BEECLUST algorithm, neither need to discriminate between different individuals within the swarm nor need to know how many individuals are located in a nearby aggregation spot. Furthermore, the ‘cockroach-derived algorithm’ is aimed to emulate cockroach behaviour as closely as possible while the BEECLUST is aimed to collectively choose an optimal aggregation site. Therefore, the ‘cockroach-derived algorithm’ is more complex than the BEECLUST.

In summary, the BEECLUST algorithm is simple and therefore it has little requirements. It does not require any communication in a biological sense. The robots are able to distinguish other robots from obstacles in the environment via their physical properties and characteristics, but they do not need to know ‘which’ and how many other robots are around. Above all, our study presented here shows how robust the BEECLUST algorithm works and how versatile its applicability is despite its simplicity.

In future we will investigate how the distribution of light in the arena (gradient or discrete) influences the aggregation behaviour. Furthermore, we will investigate how the distance between the two optima influences the aggregation behaviour.
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